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Abstract—An important component of compliant motion control is the estimation of contact states
during task execution. This paper addresses two fundamental questions that must be answered when
formulating mathematical descriptions of contact states: are the contact states distinguishable from
each other? and can the unknown or imprecisely known parameters in these descriptions be identified?
An analytical method is presented for evaluating the distinguishability and identifiability questions of a
set of contact state models described by non-linear algebraic equations. In contrast to existing, on-line
numerical techniques, this approach can be used during the design phase of a contact state estimator
to select contact models and robot sensors to ensure feasibility of the estimator. The approach is
illustrated using contacts between polygonal and polyhedral objects.
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1. INTRODUCTION

The control of contact between manipulated objects is fundamental to a broad
variety of robotic tasks. In fact, many tasks can be decomposed into a sequence
of contact states between objects. At each step of task execution, motion planning
and control involve moving from one contact state to another. In these situations,
the robot must be able to perceive and distinguish between all of the contact states
involved in task execution. Furthermore, in order to implement contact-based
motion planning and control laws, it is necessary to estimate during contact the
parameters describing the contact.

Contact-state estimators attempt to solve both of these problems using sensor data
collected during task execution [1–4]. Contact state models are usually based on
kinematic closure or wrench and twist constraints.
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The implementation of contact-state estimators requires local numerical tools
based on sensor data to estimate unknown model parameters [2, 5] and to detect
active contact states [1–4]. In contrast, the design of contact-state estimators require
global analytical tools that can ensure, before implementation, that the proposed set
of contact state models and associated sensors are sufficient (1) to distinguish each
contact state from the others in the task and (2) for each contact state, to identify
the contact model’s parameters needed for motion planning and control. This paper
focuses on the estimator design problem, proposing global analytical techniques for
assessing the distinguishability and identifiability of contact state models.

Several analytical approaches based on geometry and/or force have been devel-
oped to test distinguishability [6–9]. In particular, the concept of contact equiva-
lence presented by Xiao and Zhang [9] is based on analytical derivations of the equa-
tions describing the relative motions between contacting polygonal objects. This
concept is used to characterize contact states that have equivalent structural equa-
tions (i.e., they are indistinguishable). Another example is Rosell et al. [7], in which
tools investigating the robustness of paths generated by gross-motion planners to
model uncertainty are presented. In particular, the distinguishability of potential
contact situations due to uncertainty is analyzed using generalized force domains.

While distinguishability has to do with discriminating one contact state from
another based on sensor data, identifiability addresses the questions of what
parameters in a particular contact state’s model can be estimated and, if so, how
many solutions are possible. In the robot calibration literature, an identifiable model
corresponds to a minimal parameterization [10]. In this literature, identifiability
has been mostly addressed with numerical techniques [5, 11]. For example,
analysis of the Jacobian matrix singular values [11, 12] or condition number [5]
can be used as local tests for identifiability. A model is unidentifiable if the
parameter Jacobian is singular (i.e., high condition number) and a model is locally
identifiable if the Jacobian is far from a singularity (i.e., a condition number less than
100 [5]). An exception to numerical techniques is the work of Gautier and
Khalil [10] in which symbolic computations extract the minimum set of inertial
parameters used to represent the dynamic model of serial robots. The only analytical
result related to contact identifiability known to the authors is the notion of C-space
equivalence defined by Eberman in Ref. [13]. This technique can be applied only
if the contact model can be written as a linear function of the sensor variables.
To prove identifiability, Eberman’s approach was to demonstrate the uniqueness of
the mapping between the coefficients of the sensor variables (typically non-linear
functions of the parameters) and the parameter values.

In contrast with the analytical techniques proposed in the literature that focus
either on distinguishability or identifiability, the proposed approach presents a
unified technique for the testing of both properties. Moreover, it can be applied
to any contact model that can be written as homogeneous equations, regardless of
the sensing modality (e.g., pose, wrench, twist) and dimensionality (e.g., planar,
spatial) chosen to represent the model.
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Note the number of tests needed to assess distinguishability and identifiability
of contact state models for a given task is independent of the method used for
testing. In particular, for a task with n contact states (where n includes any possible
multiple contacts), identifiability must be tested for each contact model and pair-
wise distinguishability testing requires additional Cn

2 tests. Given assumptions on
geometry (e.g, polyhedral objects) and contact equations (e.g., twist), large classes
of tasks can be composed from a set of principal contacts. Distinguishability and
identifiablity testing of this principal contact set need be done only once to establish
these properties for all tasks composed from this model set.

The concept of analytical testing of model distinguishability and identifiability
is well established in the state space model literature with applications related to
control [14], biology [15] and chemistry [16]. Distinguishability has been treated in
Refs [16, 17] while identifiability has been examined in Refs [14, 15, 18].

In a series of papers published in the mid-eighties [16, 18, 19] Walter and co-
wokers provided a uniform approach to testing the distinguishability and identifi-
ability of state-space models. Using models Mi(p) as given in (1) in which X is
the state vector p is a set of unknown time-independent parameters, U is the input
vector and Y is the output vector, Walter and co-workers defined distinguishability
and identifiability as follows.

Mi(p) =
{

Ẋ(t) = f (X(t), U(t), p, t)

Yi(t, p) = g(X(t), p, t),
X(0) = X0, U(0) = U0. (1)

Two state-space models, M1(p) and M2(q), are distinguishable if (i) for almost
any q there is no p such that Y1(t, p) = Y2(t, q) and (ii) for almost any p there is
no q such that Y2(t, q) = Y1(t, p), for any input and time [20]. Similarly, a state-
space model M(p) is globally (locally) identifiable if for almost any q there is only
one (a finite number of) p such that Y (t, p) = Y (t, q) for any input and time [20].

Given these definitions, there exist a variety of techniques to solve for state
space model distinguishability and identifiability. For linear models, these meth-
ods include equating transfer function coefficients [19] and similarity transforma-
tions [21]. For non-linear models, techniques include linearization [22], Taylor se-
ries expansions [23] and generating series [20].

In this paper, it is shown that Walter and Lecourtier’s definitions of distinguisha-
bility and identifiability can be adapted to any contact state models described by
homogeneous non-linear algebraic equality constraints. Building on our previous
work [24], a Taylor series approach is developed to analytically test distinguishabil-
ity and identifiability of algebraic models which are non-linear in both the parame-
ters and sensor values. The method can be used to select sensors and models during
the design phase of a contact state estimator and is independent of the estimation
technique selected for implementation.

The fact that the two notions of model identifiability and distinguishability have
been investigated in several fields under different names can lead to confusion and
misinterpretation. In this paper, the notion of contact distinguishability is equivalent
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to the notions of contact recognizability [6, 8] or contact identifiability [7, 25]
presented in the motion planning literature. It is important to note that the concept
of model identifiability presented in this paper refers to the identifiability of the
parameters used to describe the model structure and not to the identification of
the contact model. These choices of notations are inspired by the well established
nomenclature presented in the state-space model literature [14–23].

In the next section, assumptions on the contact models are presented and the
concepts of distinguishability and identifiability are presented in the context of these
models. Section 3 presents the proposed technique for testing distinguishability
and identifiability. Examples are provided in Section 4 followed by a complexity
analysis of the method. Conclusions are presented in the Section 5 of the paper.

2. DISTINGUISHABILITY AND IDENTIFIABILITY OF CONTACT MODELS

In the literature, a variety of representations have been used to describe contact
states; the two main approaches involve either a geometric description [2, 9] or
a force description [1, 6, 25] of the contact’s kinematic constraints. Only the
geometric contact model description is considered in this paper. Without loss of
generality, contact models are considered for pairs of objects. One object, called
the manipulated object, is assumed to be gripped and manipulated by a robot. The
second object is called the environment object. The following assumptions are also
assumed to apply.

• Objects are rigid polygons or polyhedrons.

• The manipulated object does not slip in the gripper.

• The environment object is fixed with respect to a world coordinate frame.

• In the most general case, the configuration (position and orientation) of the ma-
nipulated object with respect to the gripper is unknown and the configuration of
the environment object with respect to a world frame is unknown. The parame-
ters associated with the objects’ configurations (6 for polygonal models and 12
for polyhedral models) constitute unknown parameters in the contact models.

• Contact models are comprised of non-linear equalities involving configuration
parameters and sensor variables. Inequality constraints (e.g., overlap constraint
and non-penetration constraint [9]) are not considered.

• Uncertainty in sensor variables (noise) is not considered.

2.1. Motivating example

To introduce formal definitions of contact model distinguishability and identifiabil-
ity, it is worthwhile to first present simple examples of contact state models. Figure 1
depicts two polygonal contact states which can occur during planar peg insertion.
Contact state 1 corresponds to contact between a vertex of the manipulated poly-
gon and an edge of the environment polygon (i.e., shaded block). Contact state 2
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(a) (b)

Figure 1. (a) Contact state A and (b) Contact state B.

describes contact between an edge of the manipulated polygon and a vertex of the
environment polygon.

Ro, Rg, Rm and Re represent coordinate frames for the world, the gripper, the
manipulated object and the environment object, respectively.

Using the method described in Ref. [2], the constraints imposed by the contact
states can be expressed in the world frame using kinematic closure equations:

�εo = T g
o (t)T m

g Cm − T e
o Ce. (2)

Here, �εo is the residual error vector between the contact point on the manipulated
object and the contact point on the environment object. T

g
o (t) is a homogeneous

transform matrix relating the gripper frame to the world frame which is a function
of the robot’s sensor variables, e.g., joint angles. T m

g is a function of the unknown,
but constant parameters describing the configuration of the manipulated object to the
gripper frame. Similarly, T e

o describes the fixed configuration of the environment
object in the world frame using unknown, constant parameters. The position of the
contact point is represented by Cm in the frame associated with the manipulated
object and by Ce in the frame associated with the environment object. These
positions are expressed using unknown geometric parameters (e.g., vertex location,
edge orientation) and time-dependent unknowns.

To eliminate the time-dependent parameters, the residual equation (2) is projected
orthogonally to the direction of the time-varying contact coordinates. In Fig. 1, the
orthogonal direction corresponds to the edge normal for both edge-vertex contacts.
The result of this projection is a scalar, εp, corresponding to an interpenetration
distance, as given by (3). Its sign indicates either the interpenetration of the two
objects or the distance between them.

εp = �ε· �n. (3)

The interpenetration distance, εp, can be used as a residual in an implementation of
an estimator as described in Ref. [2]. For the purpose of testing distinguishability
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and identifiability, the interpenetration distance is taken to be zero resulting in the
following models for the contact states depicted in Fig. 1.

Contact State A

εa
p = 0 = p5 + (p2p3 − p1p4) cos θ(t) − (p1p3 + p2p4) sin θ(t)

+p2x(t) − p1y(t),

p2
1 + p2

2 = 1.

(4)

Contact State B

εb
p = 0 = q5 + (q1q4 − q2q3 + q2x(t) − q1y(t)) cos θ(t)

−(q1q3 + q2q4 − q1x(t) − q2y(t)) sin θ(t),

q2
1 + q2

2 = 1.

(5)

The parameters [p3, p4] and [q3, q4] represent the origin of the frames Rm and Re

with respect to the frames Rg and Ro, respectively. Similarly, the parameter pairs
[p1, p2]T and [q1, q2]T are the cosine and sine pairs of the angles describing the
orientation of the frames Re and Rm with respect to the frames Ro and Rg. The
parameter p5 represents the magnitude of the position vector between the world
frame and the environment frame projected along the normal of the contact’s edge.
Similarly, the parameter q5 represents the magnitude of the position vector between
the gripper frame and the manipulating frame projected along the normal of the
contact’s edge.

To estimate the parameters p and q in these equations, a sensor path s(t), t ∈
{t0, t1, . . . , tn}, consisting of a discrete, finite set of positions and orientations of
the robot gripper (i.e., s(t) = {s1(t), s2(t), s3(t)} = {x(t), y(t), θ(t)}) is needed.
The minimum value of path length n is determined by the number of unknown
parameters and the nature of the constraint equations. The sets p = {p1, . . . , p5}
and q = {q1, . . . q5} comprise the unknown time-independent parameters in the
constraint equations.

Given non-linear algebraic models of contacts states, parameterized by sensor
variables, s(t), and time-independent configuration parameters, p, (e.g., model (4)
for contact state A) and q (e.g., model (5) for contact state B), distinguishability and
identifiability can be defined in the manner of Walter and Lecourtier [20] as follows.

DEFINITION 1. Two contact state models A and B, parameterized by a sensor
path s(t) and by configuration parameters (p for A and q for B) are distinguishable
if, for almost any sensor path s(t) of sufficient length, there is no solution for the
parameter set {p, q} such that the contact models are satisfied simultaneously.

DEFINITION 2. Contact model A (respectively, model B) is globally identifiable
if, given almost any sensor path s(t) of sufficient length, there exists a unique
solution for p (respectively, q) that satisfies model A (respectively, model B). If
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there are a finite number of solutions then contact model A (respectively, B) is
locally identifiable.

In these definitions, the sensor path must be at least of the minimum length n. Also,
note that while the path configurations need not be ordered or even correspond to
contiguous configurations, they do need to satisfy excitation conditions. The phrase,
‘almost any sensor path’ is meant to rule out unexciting paths. In Definition 2,
local identifiability is equivalent to the model being minimal (i.e., a model in which
unidentifiable parameters are eliminated or grouped into terms which have a finite
number of solutions [10]).

The following section develops a systematic method for evaluating these defini-
tions for contact models of the form given by (4) and (5). The method is applied to
these models and to others in Section 4.

3. TAYLOR SERIES TESTING OF DISTINGUISHABILITY
AND IDENTIFIABILITY FOR CONTACT STATES

The testing of distinguishability and identifiability is based on finding practical
ways to analyze and compare equations. In that regard, Taylor series expansion
can be effective since it allows a non-linear model to be written as a unique set
of algebraic equations in which each equation corresponds to a coefficient of the
series. Thus, Taylor series reduce the distinguishability and identifiability testing
to a comparison of the different coefficients of the series. This technique was
successfully applied to testing the identifiability and distinguishability of zero-input
state-space models [20, 23]. In this approach, the Taylor series of the output vector
is written as a succession of time derivatives evaluated at time t = 0+ given that the
functions f and g and the vectors X and U in (1) are infinitely differentiable with
respect to time. These coefficients form a set of algebraic equations that must be
solved for all the possible sets of parameters. Note that these sets of equations can
be difficult to solve by hand; however, tools from commutative algebra can be used
to simplify the equations [17].

In developing a Taylor series approach for contact models, the model M is
permitted to be non-linear in the parameters p as well as the sensor variables s(t),

M :
{

F(p, s(t)) = 0
H(p) = 0.

(6)

F(· ) includes all the sensor-dependent equality constraints while H(· ) models
any additional equality constraint on the parameters (e.g., H(p) = p2

1 + p2
2 − 1

in (4)).
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Assuming that the function F(p, s) is analytic, a Taylor series expansion of
order k with respect to the sensor variables can be written as:




F(p, s) = ∑k
i=0 ai(p, s0)

(s − s0)
i

k!
ai(p, s0) = diF (p, s)

dsi

∣∣∣∣
s=s0

.

(7)

Note that each coefficient of the Taylor series (i.e., ai(p, s0)) is a function of
the unknown constant parameters and the known sensor values. If more than one
sensor variable appears in the model, then partial derivatives with respect to all the
sensor variables can be computed. Equation (8) shows a second-order expansion
of a function of three variables {s1, s2, s3}. This expansion could be applied to the
examples presented in (4) and (5) by substituting {s1, s2, s3} by {x, y, θ}.



F(p, {x, y, θ}) = F(p, s)|s=s0 + ∑3
i=1

∂F (p, s)

∂si

∣∣∣∣
s=s0

(si − si0)

+ ∑3
i=1

∑3
j=1

∂2F(p, s)

∂si∂sj

∣∣∣∣
s=s0

(si − si0)(sj − sj0)

2! + · · ·
s = {s1, s2, s3}
s0 = {s10, s20, s30}.

(8)

Since the function F(p, s) is assumed to be infinitely differentiable with respect
to its sensor variables, its mixed derivatives are equal. With m as the number of
sensor variables and k as the order of the expansion, the number of coefficients nc

of the series is given by (9).

nc = (k + m)!
k!m! . (9)

3.1. Distinguishability

Based on the uniqueness of the Taylor series expansion, two contact state models
are equivalent if and only if all the coefficients of their expansions are equal, as
given below.

A(p, s) = B(q, s) ⇔




a0(p, s0) = b0(q, s0)

a1(p, s0) = b1(q, s0)
...

an(p, s0) = bn(q, s0)

H1(p) = H2(q).

(10)

This equality leads to the following test for distinguishability.

DEFINITION 3. Two contact state models A and B in the form of (6) are
distinguishable if and only if for any s0, (i) given any choice of p, there is no
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solution to (10) for q, and (ii) given any choice of q, there is no solution to (10)
for p.

To demonstrate that two models A and B are distinguishable, their Taylor
coefficients (i.e., a(p, s0) and b(q, s0)) must differ in at least one equation of (10)
for all choices of parameters.

3.2. Identifiability

The identifiability of a contact model can be tested by considering how many sets
of parameters yield the same Taylor series coefficients in (7). This test can be
performed by counting the number of solutions for p, given p̂, in the equation
below.

A(p, s) = A(p̂, s) ⇔




a0(p, s0) = a0(p̂, s0)

a1(p, s0) = a1(p̂, s0)
...

an(p, s0) = an(p̂, s0)

H1(p) = H1(p̂).

(11)

This test can be stated formally as follows.

DEFINITION 4. A contact state model A is identifiable if and only if, given any p̂

and any s0, there is a unique solution to (11), which is p = p̂. If a finite number of
solutions for p exist then A is locally identifiable. A is unidentifiable if an infinite
number of solutions exist.

Since the Taylor series is developed around nominal sensor values, the approach
appears to be local in the space of sensor variables. It is important to note, however,
that the solutions for the parameters are obtained without substituting numerical
values for the sensor values s0 and so the results are truly global in the sensor space.
To test identifiability involves solving for the number of solutions for p in (11).
Note that the solution p = p̂ always exists.

4. EXAMPLES

Four examples are presented to illustrate the Taylor series technique of testing the
distinguishability and identifiability of contact models for polygonal and polyhedral
objects. The first two test the distinguishability and identifiability of a pair of
polygonal contact models, while the last two focus on the identifiability and
distinguishability testing of a pair of polyhedral contact models.

4.1. Example 1: distinguishability of polygonal vertex–edge contact models

As a first example, the distinguishability of the models developed for the contact
states of Fig. 1 is tested. The models given by (4) and (5) can be written in the form
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of (6) as follows:

A : F a(p, s) = p5 + (p2p3 − p1p4) cos θ(t) − (p1p3 + p2p4) sin θ(t)

+p2x(t) − p1y(t) = 0

H a(p) = p2
1 + p2

2 − 1 = 0, (12)

B : F b(q, s) = q5 + (q1q4 − q2q3 + q2x(t) − q1y(t)) cos θ(t)

−(q1q3 + q2q4 − q1x(t) − q2y(t)) sin θ(t) = 0

H b(q) = q2
1 + q2

2 − 1 = 0. (13)

Series coefficients are given in (14) for contact A and in (15) for contact B. Due
to the cyclic nature of the derivatives of sine and cosine, derivative terms beyond
second order do not generate independent equations.




a0 = F a(p, s0) = p5 + (p2p3 − p1p4) cos θ0 − (p1p3 + p2p4) sin θ0

+ p2x0 − p1y0 = 0
a1 = F a

θ (p, s0) = −(p1p3 + p2p4) cos θ0 − (p2p3 − p1p4) sin θ0

a2 = F a
x (p, s0) = p2

a3 = F a
y (p, s0) = −p1

a4 = F a
θθ (p, s0) = −(p2p3 − p1p4) cos θ0 + (p1p3 + p2p4) sin θ0

a5 = F a
θx(p, s0) = 0

a6 = F a
θy(p, s0) = 0

a7 = F a
xx(p, s0) = 0

a8 = F a
xy(p, s0) = 0

a9 = F a
yy(p, s0) = 0,

(14)




b0 = F b(q, s0) = q5 + (q1q4 − q2q3 + q2x0 − q1y0) cos θ0

− (q1q3 + q2q4 − q1x0 − q2y0) sin θ0 = 0
b1 = F b

θ (q, s0) = −(q1q3 + q2q4 − q1x0 − q2y0) cos θ0

− (q1q4 − q2q3 + q2x0 − q1y0) sin θ0

b2 = F b
x (q, s0) = q2 cos θ0 + q1 sin θ0

b3 = F b
y (q, s0) = −q1 cos θ0 + q2 sin θ0

b4 = F b
θθ (q, s0) = −(q1q4 − q2q3 + q2x0 − q1y0) cos θ0

+ (q1q3 + q2q4 − q1x0 − q2y0) sin θ0

b5 = F b
θx(q, s0) = −q2 sin θ0 + q1 cos θ0

b6 = F b
θy(q, s0) = q1 sin θ0 + q2 cos θ0

b7 = F b
xx(q, s0) = 0

b8 = F b
xy(q, s0) = 0

b9 = F b
yy(q, s0) = 0.

(15)

Applying Definition 3 to test the distinguishability of models (12) and (13) involves
combining (12)–(15) in the form of (10). It can be directly observed that the pair of
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equations below cannot be satisfied since they contradict q2
1 + q2

2 = 1.

{
a5 = b5

a6 = b6
⇔

{
0 = −q2 sin θ0 + q1 cos θ0

0 = q1 sin θ0 + q2 cos θ0
⇒ q2

1 + q2
2 = 0. (16)

Since the equations have no solution regardless of whether p or q is given, the two
contact state models are distinguishable.

4.2. Example 2: identifiability of a polygonal vertex–edge contact model

The identifiability of the contact model representing the contact state of Fig. 1a is
tested here. To apply Definition 4, at least five independent equations are needed
to solve for the five parameters p1–p5. The Taylor series coefficients expressed
in (14) provide five equations which can be combined with the last equation of (12)
to obtain a set of six equations in the form of (11).




p5 + (p2p3 − p1p4) cos θ0 − (p1p3 + p2p4) sin θ0 + p2x0 − p1y0

= p̂5 + (p̂2p̂3 − p̂1p̂4) cos θ0 − (p̂1p̂3 + p̂2p̂4) sin θ0 + p̂2x0 − p̂1y0 = 0
−(p1p3 + p2p4) cos θ0 − (p2p3 − p1p4) sin θ0 = −(p̂1p̂3 + p̂2p̂4) cos θ0

−(p̂2p̂3 − p̂1p̂4) sin θ0

p2 = p̂2

−p1 = −p̂1

−(p2p3 − p1p4) cos θ0 + (p1p3 + p2p4) sin θ0 = −(p̂2p̂3 − p̂1p̂4) cos θ0

+(p̂1p̂3 + p̂2p̂4) sin θ0

p2
1 + p2

2 = p̂2
1 + p̂2

2 = 1.
(17)

To obtain all possible solutions for p given p̂, it can be seen that the third and fourth
equations define uniquely p1 and p2 and that this solution also satisfies the sixth
equation. Given p1 and p2, the remaining parameters appear linearly in the three
remaining equations. Consequently, (17) admits only one solution, given below.

p1 = p̂1

p2 = p̂2

p3 = p̂3

p4 = p̂4

p5 = p̂5.

(18)

By Definition 4, contact states A is globally identifiable.

4.3. Example 3: identifiability of a polyhedral vertex–face contact model

To demonstrate the applicability of the approach to polyhedral models, this example
considers the identifiability of the contact shown in Fig. 2.
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Figure 2. Contact state C: vertex–face contact state.

Using the techniques described in Section 2.1, the contact model can be written
as follows:

C :




F c(p, s) = p10 + K1x(t) + K2y(t) + K3z(t)

+p7[K1 cos β(t) cos α(t) + K2 cos β(t) sin α(t) − K3 sin β(t)]

+p8


K1(cos α(t) sin γ (t) sin β(t) − cos γ (t) sin α(t))

+K2(cos γ (t) cos α(t) + sin γ (t) sin β(t) sin α(t))

+K3 cos β(t) sin γ (t)




+p9


K1(cos γ (t) cos α(t) sin β(t) + sin γ (t) sin α(t))

+K2(− cos α(t) sin γ (t) + cos γ (t) sin β(t) sin α(t))

+K3 cos γ (t) cos β(t)


 = 0

K1 = p1p4p5 + p2p6

K2 = p2p4p5 − p1p6

K3 = p3p5

p2
1 + p2

2 = 1
p2

3 + p2
4 = 1

p2
5 + p2

6 = 1.

(19)

Here, [p1, p2, p3, p4, p5, p6] are used to parameterize the three unknown rotations
used in T e

o and [p7, p8, p9] represent the unknown translations used in T m
g . The

parameter p10 represents the magnitude of the position vector between the world
and environment object frames projected on the normal of the contact’s face. The
sensor variables {x, y, z, α, β, γ } represent the known position and orientation of
the robot gripper.

At least 10 equations are needed to solve for the ten parameters. Since 6 sen-
sor variables are available, 7 Taylor coefficients are provided through first-order
expansion. These equations can be combined with the last three equations of (19)
to obtain the desired number of equations. Since p1–p6 are the only coefficients
multiplying {x(t), y(t), z(t)}, the first-order coefficients with respect to these sens-
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ing variables can be combined with the last three constraint equations of (19) to
produce the algebraic system of six equations,



a1 = F c
x (p, s0) = K1 = p1p4p5 + p2p6

a2 = F c
y (p, s0) = K2 = p2p4p5 − p1p6

a3 = F c
z (p, s0) = K3 = p3p5

p2
1 + p2

2 = 1
p2

3 + p2
4 = 1

p2
5 + p2

6 = 1.

(20)

This system admits an infinite number of solutions given in (21) with p5 and p6 as
free parameters. Note that the choice of the free parameters is arbitrary; any pairs
{p1, p2}, {p3, p4} or {p5, p6} can be chosen to solve for the remaining parameters.
By Definition 4, the contact state is unidentifiable.



p1 = −2p̂2p̂4p5p6 + p̂1(p
2
6 + p̂2

4p
2
5)

p2
6 + p̂2

4p
2
5

p2 = 2p̂1p̂4p5p6 + p̂2(p̂
2
4p

2
5 + p2

5 − 1)

p2
6 + p̂2

4p
2
5

p3 = p̂3

p4 = p̂4.

(21)

Equation (21) shows that two out of the three angles specifying the orientation
of the environment object can be uniquely identified. This can be explained
geometrically by noticing that the contact state is invariant under rotations of the
environment object about the face’s normal. This suggests that the contact should
be re-parameterized using only two angles to model the orientation uncertainty of
the environment object. In this case, p5 and p6 can be selected arbitrarily giving a
unique solution to (21).

Note that over-parameterization is often a result of applying general modeling
techniques, such as the example technique presented in Section 2.1. To obtain a
minimal representation, i.e., at least locally identifiable model, the unidentifiable
parameters must be grouped to form identifiable parameters or eliminated [10].
This reduction task can be difficult to implement analytically for arbitrary models.
The proposed identifiability test is a general tool for detecting the presence of
unidentifiable parameters.

Given that p1–p4 are identifiable, the identifiability of the remaining parameters
can be investigated by looking at the four remaining first-order Taylor coefficients
of (19), as shown in (22).



a0 = F c(p, s0) = p10 + K1x0 + K2y0 + K3z0 + p7U + p8V + p9W

a4 = F c
α(p, s0) = p7Uα + p8Vα + p9Wα

a5 = F c
β(p, s0) = p7Uβ + p8Vβ + p9Wβ

a6 = F c
γ (p, s0) = p7Uγ + p8Vγ + p9Wγ .

(22)
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In these equations, the variables U, V, W and their derivatives are non-linear
functions of the known variables α, β, γ, K1, K2 and K3. Moreover it can be shown
that these four equations are linearly independent. As a consequence, p7–p10 can
be uniquely identified, given that K1, K2 and K3 are known. Therefore the vertex–
face contact model is said to be globally identifiable, as long as the orientation
uncertainty of the environment object is parameterized by two angles.

4.4. Example 4: distinguishability of polyhedral vertex–face contact models

This example examines the distinguishability of two kinematically equivalent
contact-state models in which a single vertex of the manipulated object is in contact
with either of two orthogonal faces of the environment object as shown in Fig. 3.
The contact equations characterizing the two models are presented in (23) and (24).
Note that (23) and (24) are globally identifiable models obtained by selecting
p5 = q5 = 1 and p6 = q6 = 0.

C′:




F c′
(p, s) = p10 + p1p4x(t) + p2p4y(t) + p3z(t)

+p7[p1p4 cos β(t) cos α(t) + p2p4 cos β(t) sin α(t) − p3 sin β(t)]

+p8


p1p4(cos α(t) sin γ (t) sin β(t) − cos γ (t) sin α(t))

+p2p4(cos γ (t) cos α(t) + sin γ (t) sin β(t) sin α(t))

+p3 cos β(t) sin γ (t)




+p9


p1p4(cos γ (t) cos α(t) sin β(t) + sin γ (t) sin α(t))

+p2p4(− cos α(t) sin γ (t) + cos γ (t) sin β(t) sin α(t))

+p3 cos γ (t) cos β(t)


 = 0

p2
1 + p2

2 = 1
p2

3 + p2
4 = 1,

(23)

D :




F d(q, s) = q10 + q1q3x(t) + q2q3y(t) − q4z(t)

+q7[q1q3 cos β(t) cos α(t) + q2q3 cos β(t) sin α(t) + q4 sin β(t)]

+q8


q1q3(cos α(t) sin γ (t) sin β(t) − cos γ (t) sin α(t))

+q2q3(cos γ (t) cos α(t) + sin γ (t) sin β(t) sin α(t))

−q4 cos β(t) sin γ (t)




+q9


q1q3(cos γ (t) cos α(t) sin β(t) + sin γ (t) sin α(t))

+q2q3(− cos α(t) sin γ (t) + cos γ (t) sin β(t) sin α(t))

−q4 cos γ (t) cos β(t)


 = 0

q2
1 + q2

2 = 1
q2

3 + q2
4 = 1.

(24)

Since the orientation of the contacting face is the only difference between the
two contacts, distinguishability is analyzed by looking at the parameters defining
the unknown orientation of the two faces, i.e., p1–p4 for contact C′ and q1–q4

for contact D. As a consequence, the distinguishability problem reduces to the
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Figure 3. Two vertex–face contact states in which the location of the contact point is the same on the
manipulated object but on two rthogonal faces of the environment object.

comparison of the first-order Taylor coefficients with respect to the position sensing
variables. Definition 3 is applied to the equations formed by combining the three
first-order coefficients of (23) and (24) together with the final equations of (23)
and (24) in the form of (10).




a1 = b1

a2 = b2

a3 = b3

p2
1 + p2

2 = q2
1 + q2

2 = 1
p2

3 + p2
4 = q2

3 + q2
4 = 1

⇔




F c′
x (p, s0) = F d

x (q, s0)

F c′
y (p, s0) = F d

y (q, s0)

F c′
z (p, s0) = F d

z (q, s0)

p2
1 + p2

2 = q2
1 + q2

2 = 1

p2
3 + p2

4 = q2
3 + q2

4 = 1

⇔




p1p4 = q1q3

p2p4 = q2q3

p3 = −q4

p2
1 + p2

2 = q2
1 + q2

2 = 1
p2

3 + p2
4 = q2

3 + q2
4 = 1.

(25)

The two solutions of (25) for p given q appear in (26). The same solutions arise
when the system is solved for q given p. These two solutions define the same
orientation and, thus, constitute a single solution.




p1 = q1

p2 = q2

p3 = −q4

p4 = q3

,




p1 = −q1

p2 = −q2

p3 = −q4

p4 = −q3.

(26)
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The final solution for (10) is given by (27).


p1 = q1

p2 = q2

p3 = −q4

p4 = q3

p7 = q7

p8 = q8

p9 = q9

p10 = q10.

(27)

This solution yields the anticipated result indicating the orthogonality of the two
contact faces. By Definition 3, since a solution exists, the two contact states are
indistinguishable.

If, however, the orientation angle θ of the environment object with respect to the
normal of its front face is known then

p3 = q3 = cos θ

p4 = q4 = sin θ,
(28)

which contradicts (27) and so the contact states are distinguishable. This result can
be explained geometrically by noticing that a 90◦ rotation around the environment
object’s front face of the contact depicted in Fig. 3a leads to the contact pictured
in Fig. 3b, making the two contacts indistinguishable. On the other hand, if the
rotation angle is known, then the two contacts are distinguishable since there exists
no transformation than can change Fig. 3a to Fig. 3b.

Recall that, in Example 3, the vertex–face contact model used here was made
identifiable by eliminating the parameter corresponding to rotation about the face’s
normal. Example 4 reveals that distinguishability can further restrict the choice of
parameterization (i.e., free parameters) above what is needed for identifiability.

5. COMPUTATIONAL COMPLEXITY ANALYSIS

The distinguishability and identifiability approaches presented in this paper reduce
to solving the sets of algebraic equations in (10) and (11). Determining the actual
number of solutions to sets of non-linear algebraic equations is a difficult challenge
whose difficulty increases with the number of equations, ν, in the set. In this section,
upper and lower bounds, νmin and νmax, are derived on the number of equations in
the sets described by (10) and (11) for kinematic pose equations.

5.1. Identifiability testing

The complexity of the proposed approach depends on the size of the system
of equations in (11) used to test identifiability. The goal of identifiability is
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to show that there is a unique set of parameters satisfying the system of non-
linear equations in (11). By construction, the system admits at least one solution.
Since exactly determined systems of non-linear equations usually admit multiple
solutions, however, additional equations may be needed to show uniqueness. As
a consequence, a lower bound on the number of independent algebraic equations
needed to solve for the unknowns is given by n, the number of unknown parameters
associated with the given contact equation.

νmin = n. (29)

If H(· ) in (11) provides β equations, the number of Taylor series coefficient
equations, nc, needed to achieve this lower bound is given

nc � νmin − β. (30)

This is a lower bound on nc since there is no guarantee that the algebraic equations
from the Taylor series are independent. This bound on the number of coefficients
can be related to the minimum order of the series, kmin , needed to produce them by
substituting the minimum value of nc from (30) into (9).

kmin = min
k=1,2,3,...

[
(k + m)!

k!m! − νmin + β

]
> 0. (31)

An upper bound on the series order can be derived by noting that kinematic pose
equations involve only cyclic and polynomial functions of the sensor variables. As
a consequence, the terms in the Taylor coefficients start repeating or go to zero
after a finite number of differentiations. The number of differentiations required for
a variable to repeat or go to zero is defined here as the degree of cyclicity of the
variable and is denoted C(· ).

The degree of cyclicity associated with the angular sensor variables sa (e.g.,
sa = {α(t), β(t), γ (t)} in 3D) equals 4, since, in every term (see, e.g., (19)) the
angular variables appear as linear trigonometric functions, e.g., sine or cosine. The
degree of cyclicity for the positional sensor variables sp (e.g., sp = {x(t), y(t), z(t)}
in 3D) equals 1, since they appear linearly in the kinematic pose equations. See (19)
as an example.

Since identifiability testing involves comparing sets of equations having identical
structures (11), the signs of the repeating functions cancel, which reduces the
cyclicity of the angular variables for identifiability testing from four to two:

C(sa) = 2, C(sp) = 1. (32)

For example, when testing (15) for identifiability, it can be seen that b3 and b5 yield
the same equations when written in the form of (11).

As a consequence, the upper bound kmax on the series order is given by

kmax = dim(sa)·C(sa), (33)
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Table 1.
Bounds of the number of equations needed for identifiability testing

ν = nc + β β νmin ν∗
max νmax ν

Example 2 1 5 6 11 5
Example 3 3 10 33 927 10

in which dim(sa) = 1 in two dimensions and dim(sa) = 3 in three dimensions.
Therefore, the maximum number of equations available to test for identifiability is

νmax = (kmax + m)!
kmax!m! + β. (34)

While νmax can be large, many of these equations are either zero or redundant. The
subset ν∗

max � νmax of non-zero independent equations can be obtained using a
computer algebra package.

The number of equations used to solve for identifiability is bounded as νmin �
ν � ν∗

max � νmax. This bound can related to nc, the number of Taylor coefficients,
as

νmin � β + nc � ν∗
max. (35)

Table 1 presents the lower and upper bounds as well as the actual number of
equations needed to test for identifiability in Examples 2 and 3, corresponding to
equations (12) and (19). In both cases, the actual number of coefficients needed
corresponds to the lower bound.

5.2. Distinguishability testing

The goal of distinguishability testing is to show that there is no set of parameters
satisfying the system of non-linear equations in (10). To do so, at least one
contradiction, valid for all choices of parameters, must be found in these equations.
Assuming that a contradiction is not present in H1(p) = H2(q), at least one Taylor
coefficient is needed to establish distinguishability, resulting in the following lower
bound.

nc � 1 ⇒ νmin � β + 1. (36)

In contrast to identifiability testing, the lack of structural similarities between the left
and right sides of (10) prevent the simplifications presented for identifiability (i.e.,
elimination of the redundant and non-zero parameters). Therefore, an upper bound
on the number of coefficients for distinguishability testing is not easily established.
In practice, the Taylor coefficients are computed one by one until a contradiction is
found. If no contradiction is found after a large number of coefficients (i.e., k = 10
in (9)) then one gives up without drawing a conclusion on the distinguishability of
the contact states.
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Table 2.
Bounds of the number of equations computed for distinguishability testing

ν = nc + β β νmin νmax ν

Example 1 1 2 11 8
Example 4 2 3 9 5

Note that when a contradiction can be found, the actual number of equations
computed for distinguishability testing depends on the order in which the Taylor
coefficients are computed. In Example 1, the second-order mixed derivatives Fθx

and Fθy are needed to prove distinguishability. These derivatives correspond to the
sixth and seventh coefficients of (14) and (15), respectively. This choice in the order
of the coefficients is arbitrary (e.g., Fθx could be computed before Fθθ ); however
it impacts the number of equations computed for distinguishability. The worst
possible ordering results in the computation of all the Taylor coefficients associated
with the order of the expansion that yields a contradiction in (10). This expansion’s
order is labeled k∗ and the number of equations corresponding to the worst ordering
is given as follows:

νmax = (k∗ + m)!
k∗!m! + β. (37)

Table 2 gives the lower bound as well as the actual number of equations needed to
test for the distinguishability of Examples 1 and 4. A second-order expansion and
first-order expansion were needed for Examples 1 and 4, respectively.

6. CONCLUSIONS

This paper has presented a method for determining the distinguishability and
identifiability of smooth non-linear algebraic models describing contact states. Just
as contact state estimation is a dual problem involving the estimation of both
model parameters as well as contact states, the Taylor series method provides a
unified approach to testing the capability of candidate models to estimate both the
parameters and the states. The complexity of the method depends on the number of
Taylor coefficients that need to be computed. For kinematic pose equations, it can
be shown that this number is bounded above and below for identifiability testing
and lower bounded for distinguishability testing. For the examples considered, a
modest number of terms were needed for testing.

In contrast to on-line, numerical methods, the Taylor series approach is an
analytical method that replaces local results based on the sensor variable path with
results which are global with respect to the space of sensor variables. Consequently,
it can be used as a tool to select appropriate contact models and sensors in the design
of a contact state estimator. Furthermore, as demonstrated by the last example, the
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method can be used to determine appropriate constraints under which given models
will be valid for contact state estimation.

While the examples presented here involved only elemental contacts based on
pose equations, the methodology is equally applicable to more complex contacts
using additional sensor modalities. In particular, force and velocity measurements
can be utilized to model multiple contacts as non-linear homogeneous equations
using wrench and twist reciprocity properties.
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